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综述

*这是 2025年春季学期选修的算法基础（CSE 551）课程的作品集报告。在这门课程中，我们必须完成 4个项目/作业，每个项目/作业都要求我们使用常规课堂上讲授的主题和概念。*

**1. 课程项目介绍**

课程作业主要包括四个部分。

第一部分是**复杂度分析、递归式求解和排序算法**作业

首先，通过证明多项式n²/8 - 10n - 4的复杂度为Θ(n²)，我们可以深入理解Θ符号的定义。

然后，使用循环方法和递归树方法来推导递归式的解。通过深入理解这两种方法，我们可以选择合适的方法来解决给定的递归公式。

对每一组函数 f(n) 和函数 g(n) 的增长率，判断它们之间的关系是大 O，大 Ω，还是 Θ，并提供简要说明。这项分析帮助我们深入了解函数的增长特性。

编写选择排序算法的伪代码，该算法用于选择最大元素。要求：对数组 A进行排序，找到最大元素并移至数组 B 的尾部，重复操作直至数组 A 为空。接着，计算伪代码中每条指令的执行次数，并分析算法在最好和最坏情况下的运行时间。

最后，使用高级编程语言实现该排序算法，并为数组 A编写测试用例。当程序运行时，可以打印不同输入数组大小下排序算法的执行时间。

第二部分是**医院-实习生稳定匹配**作业

使用 Gale-Shapley (GS) 算法的来解决医院与实习生之间的稳定匹配问题。

首先，定义医院和实习生的数量，同时定义各自的偏好列表。通过应用 GS 算法，模拟医院与实习生之间的匹配决策过程，实现稳定的配对。

然后，计算 GS 算法的时间复杂度，并证明算法生成的匹配结果是稳定的。接着，创建一组测试用例作为输入集，并手动计算 GS 算法的输出结果。

最后，使用高级编程语言实现该算法，并使用前面创建的测试用例作为输入，测试验证程序的输出结果。

第三部分是**最小生成树算法和最短旅行时间**作业

首先，通过分析图论中的最小生成树问题和最短路径问题，研究它们在边权变化时的稳定性。问题1设定 T为图 G的最小生成树，分析当图 G中所有边的权值被替换为平方后的权值时，T是否仍为新的图 G的最小生成树。问题2则探讨最短路径的稳定性，其中P 为图 G的最短路径，当图 G中所有边的权值被替换为平方后的权值时，P是否仍为新的图 G的最短路径。

接着，我们将设计一个网络，目标是降低生成树中最大边的权值，并通过理论证明探讨最小瓶颈生成树与最小生成树之间的关系。

最后，我们开发并实现一个基于动态旅行时间的最短路径问题的多项式时间算法，重点分析其时间复杂度。我们将使用归纳法证明该算法的正确性，并使用高级编程语言实现这一算法。在测试环节，我们会使用给定的测试用例对程序进行验证，并提交程序生成的输出结果。

第四部分是**分治算法和最近点对算法**作业

首先，我们需要优化大整数乘法的算法设计。使用分治技术，可以将两个较大的十进制整数拆分成 a+b\*i 和 c+d\*i的形式。接下来需要展示如何将表达式 (a+b\*i)(c+d\*i)转换为由a、b、c、d 和 i 组成的表达式，并确保使用尽可能少的乘法运算。最后，给出转换后的最终表达式。通过这个过程，我们可以深入理解分治算法的设计思想和优化方法。

接下来是最近点对算法的优化与实现。首先对课程幻灯片中给出的最近点对算法进行分析，确定算法正确性所需的最小 x 值。然后，使用高级编程语言实现该算法，确保采用最小 x 值，并在每个步骤中以所需的复杂度实现程序。最后，创建一个包含 16 个点的测试用例，以验证程序的正确性。 通过这一编程实践，我们可以加深对分治算法的理解，并培养算法设计、实现和测试的能力。

**2. 解决方法/方案说明**

**复杂度分析、递归式求解和排序算法**作业

(1)复杂度分析

用数学推导证明多项式 n²/8−10n−4 的复杂度为 Θ(n²)。根据 Θ 符号的定义，我们需要找到常数 c₁和 c₂以及 n₀，对于足够大的 n，c₁\*n² ≤ n²/8−10n−4 ≤ c₂\*n²公式成立。

对于右边的不等式，我们设定 c₂=1/8，证明对于足够大的 n，都有 n²/8−10n−4≤n²/8。考虑当 n足够大时，线性和常数项的影响可以忽略不计，因此不等式成立。

对于左边的不等式，通过假设 n≥n₀且 n₀=160，我们得出 c₁=1/16。通过消除较小项的影响，从而确保  n²/8−10n−4≥c₁\*n² 成立。显然，对于 n≥160，线性和常数项依旧可以被平方项的增长速率支配。

基于此推导方式，我们归纳出 n²/8−10n−4 的渐进紧界为 Θ(n²)。

(2)循环方法递归式求解

设每次递归n都会被除以3，可以得到T(n)=3T(n/3)+n。在下一步的递归中，我们进一步得出这一层的结果：T(n/3)=3T(n/9)+n/3。在第三步中，通过替代前面的结果，逐渐得到更加深入的递归调用。最终，通过临界分析，根据推导结果，我们可以得出时间复杂度是T(n)=Θ(nlog₃n)。

(3)递归树方法递归式求解

在分析递归关系 T(n)=3T(n/3)+n时，我们采用递归树的方法来解析其计算量。递归树的根节点的计算量为 nn，这一计算量在每层中被分解为三个规模逐渐减小的子问题。关键在于，递归树的深度可以通过每次分裂的次数确定，即 log₃n。在树的最底层，子问题已经缩减到常数规模。

为了更清晰地了解计算量分布，我们从递归树根部向底层分析：初始节点的计算量为 n，第一层的计算量也为 n，因为 3(n/3)=n。这一模式在每层都保持一致，即在第 k 层计算量为 3k(n/3k)=n。递归树有 log₃n层，每层的计算量固定为 n，于是整棵递归树的总计算量为 T(n)=n\*log₃n

基于上述分析，我们进一步结合递归关系来理解算法的复杂度。通过渐进符号的处理，我们最终确定该递归式的时间复杂度为 Θ(n\*log₃n)

(4)复杂度关系判断

我们对每一组函数 f(n) 和 g(n) 的复杂度进行了计算。通过比较这些函数的增长速率，确定它们适用的渐进符号。例如，使用大 O、大 Ω 和大 Θ 符号来表示相应的关系。

(5)编写最大元素选择排序算法的伪代码

我们使用 Java 编程语言实现排序算法的步骤如下：

初始化两个数组 A 和 B，其中 A 包含待排序的元素，B 用于存放排序后的结果。外层循环遍历 A 中的元素，依次寻找未排序部分的最大值。在每次循环中，内层循环对当前未排序的数组部分执行查找操作，找到最大元素的索引。找到最大元素后，将其放置到数组 B 的相应位置。然后，将数组 A 中该最大元素的位置设置为一个极小值，以避免在后续迭代中再次找到该元素。重复上述步骤，直到所有元素均已排序并存入数组 B 中。

(6)程序设计实现部分

使用 Java 编程语言进行开发，编写程序，根据用户输入的数组大小 n，生成 n 个范围在 0 到 999 之间的随机整数，并将这些整数存储在数组 A 中。

实现伪代码中的排序算法，对数组 A 中的随机整数进行排序，并将排序后的结果输出到控制台。测量排序算法的执行时间（不包括生成随机整数的时间），通过在程序中记录开始时间和结束时间来计算排序时间。

**医院-实习生稳定匹配**作业

时间复杂度分析：假设m 是医院数量，n 是实习生数量

while 循环在最坏情况下（即每个医院尝试与每个实习生匹配）执行 m\*n 次， 所以可能有 m\*n 个配对。所以，总时间复杂度为 O(mn)。

证明算法生成的匹配是稳定的:采取反证法，假设s-h是一个不稳定的配对，在”情况 1: 如果 h 从未向 s 提供过岗位”的情况下计算匹配的结果是稳定的，在”情况 2: 如果 h 向 s 提供过岗位”的情况下计算匹配的结果是稳定的，无论哪种情况， s-h 配对都是稳定的， 由于假设不成立， 因此证明算法生成的匹配结果是稳定的。

创建测试用例并手动执行算法:假设输入为2家医院，6名学生，随机生成医院对学生的偏好列表和学生对医院的偏好列表，并按照Gale-Shapley 稳定匹配算法的执行逻辑计算生成匹配结果.

使用Java语言编程参考伪代码编程实现算法，使用set集合定义学生偏好列表，使用Queue队列定义医院偏好列表，在while循环的条件判断当有未配对的学生 且 医院仍有空余席位时，进入循环体，当该医院仍有空余席位且有优先学生时继续处理聘用学生的逻辑，否则将当前医院重新加入到队列中，以便在下一次循环时再次处理该医院。

**最小生成树算法和最短旅行时间**作业

通过构造反例来证明边权重平方后，原来的最小生成树不再是新的最小生成树。假设一个由三个节点和三条边构成的简单图 G，边的代价分别为 1， 2， 3。原最小生成树 T 的总代价为 3，由代价为 1 和 2 的边组成。当我们将边的代价平方后变为 1， 4， 9，此时新的最小生成树会选择代价为 1 和 4 的边，形成总代价为 5。因此，原来的最小生成树不再是新的最小生成树。这个反例说明，当边权被平方时，边的相对代价顺序可能被改变，从而影响最小生成树的选择。

通过构造反例来证明边权重平方后，原来的最短路径不再是新的最短路径。假设有向图 G包含四个顶点 a，b，c，d，边的代价分别为 1， 3， 2， 1， 3 和 1。原最短路径是 a→d，总代价为 2。当我们将边的代价平方后变为 1， 9， 4， 1， 9 和 1，此时新的最短路径选择了路径 a→b→c→d，其总代价为 3。因此，原来的最短路径不再是新的最短路径。这个反例说明，边权平方操作可能改变边的相对代价次序，从而影响最短路径的选择。

朋友们研究了所有的旅行方案并绘制的一个有向图，设有向图中V为顶点数，E为边数，我们对于给定的图论算法进行时间复杂度分析。使用 O符号表示复杂度。其中边的数量 E将迭代 V−1次，因此 while 循环的时间复杂度为 O(V×E)，可以得出算法的总体时间复杂度为O(V \* E)；

使用数学归纳法证明图算法的正确性：首先验证当集合仅包含起始节点时，算法是正确的；然后假设算法在集合大小为 k时正确，再证明在添加一个新节点的情况下（即集合大小为 ( k+1）），算法仍保持正确。这样逐步验证，我们确保算法在所有情况下都能正确找到最短路径。

**分治算法和最近点对算法**作业

传统乘法公式通常需要进行四次乘法运算，分别计算 ac、bd、(a+b)\*(c+d)，以及展开得到结果。通过应用分治算法，可以通过结构化的计算步骤将乘法次数优化至三次。计算公式的简化：s = ac + bd + ((a + b)\*(c + d) - ac - bd)\*i。

计算步骤为：首先分别计算 ac 和 bd。接着，计算 (a + b) \* (c + d)。最后，通过组合以上结果，根据优化公式得到最终乘积。

我们证明并验证了优化后的公式在减少计算复杂度的同时依然保持准确性，使得运算更加高效。

在计算距离时，对于任意两点Si和Sj，距离满足

|i-j| >= x/|i-j|>x，且距离应当小于等于δ。当|i-j| >= 7或|i-j| > 7时，能保证距离满足该条件。因此，最小的x值为7。

我们使用分治策略实现最近点对算法。在 Python 中编写代码以分割点集，并在每个子集中递归地寻找最近点对。递归地计算最近距离，最后合并结果。

**3. 课程项目成果/结果叙述**

**复杂度分析、递归式求解和排序算法**作业

* 成功证明了公式 n²/8−10n−4=Θ(n²) 的成立，表明在渐近意义上 n²/8−10n−4 与 n² 是等价的
* 深入理解 Θ 表示法的定义及应用
* 使用循环方法和递归树方法推导递归式的解
* 完成排序算法的编码实现

**医院-实习生稳定匹配**作业

* 对Gale-Shapley算法的时间复杂度有更深的理解
* 证明了算法的稳定性，并且验证了其匹配结果的正确
* 设计并验证了一个具有实际代表性的测试用例，通过该实例展示了算法运行的过程和结果
* 使用Java编程语言实现了该算法，并对创建的用例进行了测试，从而验证了程序的正确性和结果的稳定性。通过编程实践，我们有效地巩固了对理论知识的理解，并提高了编程实现的能力

**最小生成树算法和最短旅行时间**作业

* 成功构造反例，证明了边权重平方后，原最小生成树和最短路径可能不再是最优解
* 证明了最小瓶颈树不一定是最小生成树
* 成功使用归纳法证明了每个最小生成树都是最小瓶颈树
* 使用归纳法成功证明了有向无环图最早到达时间算法的正确性

**分治算法和最近点对算法**作业

* 成功运用分治法降低了乘法运算的复杂程度
* 通过手工方式实现了最近点对算法
* 确定并验证了在给定条件下的最小x值为7
* 通过Python编程方式实现了最近点对算法
* 通过16个点的测试用例，验证了最近点对算法程序的功能正确性，程序输出了正确的最近点对及其距离。

4. 项目收获

* 单人项目。从项目需求理解、代码实现、结果获取和整理、报告的产生，经历全部过程。
* 通过本课程学习以及相关项目的实践，收获以下：
  + 深入理解了时间复杂度分析方法，尤其是Θ符号的应用。
  + 深入分析了算法的时间复杂度和稳定性，提高了算法分析能力。
  + 掌握了递归式求解的多种方法，包括循环法和递归树法。
  + 通过编程实践，加强了排序算法的设计和实现能力。
  + 学习并实现了Gale-Shapley稳定匹配算法，理解了其在实际问题中的应用。
  + 通过构造反例，加深了对最小生成树和最短路径在边权变化时的稳定性理解。
  + 学会了使用归纳法证明算法的正确性。
  + 学习了如何使用分治策略优化大整数乘法，提高了算法设计能力。
  + 实现了最近点对算法，加深了对分治思想在几何问题中应用的理解。
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